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Abstract
Undoubtedly, the use of algorithms, and Artificial Intelligence (AI) algorithms in particular, has numerous benefits. Fields such as 
finance, healthcare, automotive, education, and recruitment, to name a few, have demonstrated successful application of AI algo-
rithms. Conversely, cases of bad algorithms abound and lead to lost revenue, discrimination, disinformation, or even bodily harm. 
Currently, we have surpassed the stage of just observing bad algorithms. New European regulations governing AI force organizati-
ons to manage the risks introduced by algorithms and convince the public about the proper functioning of algorithms. In this context, 
can algorithms be rigorously audited to build public trust and if yes, how? This article aims to answer these questions by building 
on an auditing framework for model risk management that controls for the novelty introduced by AI algorithms while connecting AI 
algorithm audit with internal audit terminology.

Relevance for practice
The article aims to guide internal auditors in the task of auditing Artificial Intelligence algorithms.
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1. Introduction
The urgency to audit AI algorithms is intensified by the 
regulatory actions happening in the European Union. Up-
coming new AI regulations such as the EU Artificial Intel-
ligence (AI) Act (European Commission, 2021), the Digi-
tal Markets Act (DMA) and Digital Services Act (DSA) 
(European Commission, 2022) may drastically change 
the need to monitor compliance with risk management 
procedures around the development, implementation and 
use of AI. The EU AI Act, specifically, is seen as laying 
the foundations for a more global approach on regulating 
AI, for which initiatives so far have been rather scattered 
and limited in scope. Such regulations bring forward the 
need for the audit of AI algorithms.

Besides current regulatory pressures, the need to au-
dit AI algorithms is fundamentally driven by the fact 
that individuals and organizations increasingly base their 

decisions on data and algorithms. Makridakis (2017) de-
scribes the present societal impact of the AI revolution 
as significant, as it affects individuals’ lives, work, shop-
ping, entertainment, and employment. AI also influences 
the operation of organizations. Indeed, AI algorithms 
can increase the access of poor individuals to financing 
(Strusani and Houngbonon 2019), support successful 
breast cancer screening (Barnett et al. 2021), power au-
tonomous cars (Yaqoob et al. 2019), guide students to-
wards success (Page and Gehlbach 2017), and speed up 
the hiring process (Upadhyay and Khandelwal 2018). At 
the same time, algorithms can discriminate against stu-
dents with poorer backgrounds (The Verge 2020), pro-
mote sexist recruitment (Dastin 2018), force borrowers 
who attended historically black schools to pay a penalty 
when refinancing student loans (Student Borrower Pro-
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tection Center 2020), reduce access to care for black indi-
viduals (Obermeyer et al. 2019) and even kill pedestrians 
(BBC 2020). It is not just individuals who suffer when 
algorithms are insufficiently under control, organizati-
ons themselves also suffer. If a company uses a flawed 
algorithm, it can result in for example loss of revenue. 
In such an example, financial services firm Transamerica 
was fined USD 97 million by the US Securities and Ex-
change Commission, because it relied on an error‑prone 
algorithm that managed investors’ portfolios, yet it did 
not disclose these errors to investors (Securities and Ex-
change Commission 2018).

There are several dimensions that make AI algorithms 
impactful but also unpredictable and difficult to control. 
One particularly salient dimension is the powerful but 
opaque (or “black-box”) nature of some AI algorithms 
(Burrell, 2016), where it is possible to model complex re-
lationships between data, but it is often difficult to under-
stand fully why the algorithm produced a certain output. 
Another dimension is the data‑intensive nature of some AI 
algorithms, which is somewhat of a double‑edged sword: 
on one hand this allows for much more fine‑grained and 
precise modeling (Martens et al. 2016), but on the other 
hand, it means that subtle biases in the data used to train 
the model get codified in the resulting algorithm and thus 
perpetuated. Finally, the evolving nature of many AI algo-
rithms, that is, the updates to the algorithm as more data 
comes in, to further train the algorithm, means that the 
performance of the algorithm can change over time (Lazer 
et al. 2014). This means that, in practice, it is increasingly 
difficult for organizations to control AI algorithms.

In light of the recent regulatory changes, the established 
societal impact of AI algorithms and the dimensions that 
make AI algorithms powerful but unpredictable, various 
attempts have been made to audit AI algorithms (Bandy 
2021). However, auditing AI algorithms is understood 
differently by different users. Some authors refer to expert 
testing where algorithms can go wrong (Sandvig et al. 
2014) while others focus on auditing frameworks aimed 
at ethical considerations only (Koshiyama et al. 2021). 
In this article we aim to join the field of internal auditing 
with that of algorithms in a framework inspired from the 
internal auditing domain, a domain with tradition in audit. 
We are motivated to focus on internal audit by the view 
expressed by Power (Power 2000, p.118) that the “exper-
tise, operational independence and proximity to real times 
cultures of control” of internal auditors are desirable qua-
lities for an audit. An important role for internal audit is 
also argued by Raji et al. (2020 p.35): “Internal auditors’ 
direct access to systems can thus help extend traditional 
external auditing paradigms by incorporating additional 
information typically unavailable for external evaluations 
to reveal previously unidentifiable risks.”

In this article, we perform a literature review aimed at 
gaining insights into the elements which are important for 
the audit of AI algorithms. We use a general audit process 
definition according to which “auditing is the accumu-

lation and evaluation of evidence about an audit object 
to determine the degree of correspondence between the 
characteristic of the audit object and established criteria”. 
By using such a general definition of auditing, we can 
borrow from other frameworks of auditing who use audit 
objectives, audit criteria and evidence collected to assess 
whether the audit object characteristics comply with the 
audit criteria. More specifically, we build on the Model 
Risk Management approach (IIA 2018) as the audit object 
under this framework, the model, has many similarities 
with an algorithm. Our literature review culminates with 
a framework aimed to serve as an initial, rigorous, guide 
towards the audit of algorithms. Essentially, the frame-
work guides the internal auditor towards the elements that 
should be checked to assess whether we can rely on the 
output of an algorithm. Although the examples used in 
this article are primarily related to AI algorithms, we be-
lieve that the framework presented can serve the audit of 
algorithms, in general, due to their similarities to models. 
It should also be noted that the framework in this article 
develops audit objectives based on the audit criteria re-
vealed by the literature review but does not expand into 
the auditing process (e.g., the audit stages, methods and 
techniques to collect evidence) or forms of reporting on 
the audit (e.g., levels of assurance).

The article follows with an overview of the European 
Commission’s Artificial Intelligence Act marking the im-
portance of algorithm audit, discusses the challenges to 
audit that algorithms introduce, investigates different ap-
proaches to control the risks of algorithms and ends with 
a framework aimed at the audit of algorithms.

2. Regulation
A landmark regulation aimed at governing AI algorithms 
is the Artificial Intelligence Act issued by the European 
Commission (the AI Act) (European Commission, 2021). 
The importance of compliance with the AI Act is reflected 
by the formulated penalties. Non‑compliance may lead 
to fines up to the higher of EUR 30 million and 6% of 
worldwide annual turnover. From an audit perspective, 
the most important elements of the AI Act are the definiti-
on of AI, the risk‑based approach in supervision, and the 
specific requirements for high and low risk AI systems.

The AI Act uses a broad definition of AI: “artificial 
intelligence system (AI system) means software that is 
developed with one or more of the techniques and ap-
proaches listed in Annex I and can, for a given set of hu-
man‑defined objectives, generate outputs such as content, 
predictions, recommendations, or decisions influencing 
the environments they interact with” (European Commis-
sion, 2021, p. 39). The proposed Act distinguishes three 
types of AI techniques and approaches (European Com-
mission, 2021, Annex I): machine learning approaches 
(including supervised, unsupervised, reinforcement and 
deep learning), logic‑ and knowledge‑based approaches 
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including expert systems, and statistical approaches such 
as Bayesian estimation. Various stakeholders have propo-
sed amendments to the definition, mostly narrowing the 
scope (Orgalim 2022). Others, mainly non‑profit organi-
zations, argue that the EU AI Act should use the concept 
of “automated and algorithmic decision‑making” (ADM) 
to truly show the socio‑economic impact of AI systems 
on individuals and society (European Parliament, 2022). 
Nevertheless, the consensus seems to be that the dynamic 
nature of the AI algorithms landscape needs to be reflec-
ted in the definition.

The risk‑based approach proposed by the AI Act re-
cognizes three classes of risk: unacceptable risk, high 
risk and low or minimal risk. AI applications listed as car-
rying unacceptable risk are prohibited. Examples of this 
risk type are practices using techniques beyond a person’s 
consciousness, social scoring techniques likely to cause 
physical or psychological harm, activities exploiting vul-
nerabilities of specific groups, or use of real‑time remo-
te biometric systems in publicly accessible spaces. High 
risk AI essentially consists of two lists of industries and 
activities that to date are recognized as high risk. The first 
list describes AI systems used as products or safety com-
ponents of products covered by the sectorial Union law 
(for example, machinery, personal protective equipment, 
radio equipment, medical devices, transportation). The 
second list consists of “other” AI applications with risks 
that have already materialized or are likely to materialize 
(for example, biometric identification of natural persons, 
supply of water, recruitment, access to public benefits 
and services, access to or assessment in educational and 
vocational training, creditworthiness, asylum and border 
control, administration of justice). Low or minimal risk 
applications are AI systems that are not prohibited or 
have a high risk.

Before placement on the market, low risk systems 
have the possibility, but not the obligation, to follow a 
code of conduct on a voluntary basis. High risk applicati-
ons described in Annex III of the AI Act, should perform 
a conformity assessment, and show they have in place:

•	 An established, implemented, documented and main-
tained risk management system able to assess, evalu-
ate and mitigate risks

•	 A data governance approach to ensure the use of 
high‑quality datasets for training and testing learning 
algorithms

•	 Technical documentation which tracks the compli-
ance with the requirements of the AI Act and auto-
matic record‑keeping to monitor events affecting the 
AI systems

•	 Transparency capabilities that enable users to under-
stand details about the functioning of the AI system

•	 Human oversight such that natural persons can inter-
vene to minimize the risk of AI systems

•	 An appropriate level of accuracy, robustness and cy-
bersecurity throughout their lifecycle

Overall, the current phrasing of the regulation, from 
the AI definition to the division of risk categories, is 
broad such that it accommodates the dynamic nature of 
AI techniques and risks. Consequently, many stakehol-
ders commented in their position papers that the defini-
tion of high‑risk was unclear or needed improvement. 
In such a case, the European Central Bank (ECB) sug-
gested excluding specific creditworthiness applications 
for natural persons from the high‑risk category (Euro-
pean Central Bank 2021). According to the ECB, sys-
tems that leverage on the standalone use of linear or 
logistic regression or decision trees placed under human 
supervision and which have a minor impact, should be 
excluded from the high‑risk AI category due to ECB’s 
technology neutral approach. The ongoing discussion 
on the current draft of the legislation has consequences 
for the timing of the AI Act adoption which was origi-
nally planned for mid-2022 but is now expected at the 
end of 2024.

It is relevant to mention that algorithms and AI are in 
the focus of US regulators as well. Since approximately 
2013, US financial institutions were already regulated on 
AI under the Supervisory Guidance on Model Risk Ma-
nagement SR 11‑7 (Board of Governors of the Federal 
Reserve System 2011). The main risk driver identified 
in SR 11‑7 was the inherent simplification of reality, 
intrinsic to any model. According to SR 11‑7, aware-
ness about the simplification inherent in any model is 
important because it spells out the fact that the model 
has specific capabilities, limitations, and assumptions. 
Next, in 2022, the National Institute of Standards and 
Technology (NIST) was directed by the US Congress 
to collaborate with the private and public sectors to de-
velop an AI Risk Management Framework (RMF). On 
March 17, 2022, the initial draft was published, to be 
finalized by the end of 2022 or the beginning of 2023 
(NIST 2022). The AI RMF is distinguishable from the 
EU AI Act in that it is fully voluntary. It addresses ris-
ks in the design, development, use, and evaluation of 
trustworthy and responsible AI products, services, and 
systems. It recognizes technical (accuracy, reliability, ro-
bustness, resilience, or security) and socio technical ris-
ks (explainability, interpretability, privacy, safety, bias), 
and provides guiding principles (fairness, accountability, 
transparency). NIST shows alignment with other initia-
tives as it provides a mapping of its applied taxonomy 
to the OECD Recommendation of the Council on Arti-
ficial Intelligence (2019), EU AI Act, and US President 
Executive Order 13960 (2020). NIST also points out that 
the EU AI Act (and OECD AI Recommendation) mostly 
focuses on the ethical principles, and less so on the tech-
nical design. The AI RMF describes the importance of a 
solid governance around AI technologies including the 
auditing of AI systems. The document recognizes that 
validity for deployed AI systems is often assessed with 
ongoing audits or monitoring that confirm that systems 
behave as intended.
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3. Algorithms and the challenges 
they bring to audit

3.1. Challenges from AI algorithms

In the Cambridge Dictionary, an algorithm is defined as “a 
set of mathematical instructions or rules that, especially if 
given to a computer, will help to calculate an answer to 
a problem” (Cambridge Dictionary 2022). A simple and 
often used algorithm is sorting. Much more complex al-
gorithms are used in robotics, where a mixture of physi-
cality, linear algebra and statistics are used to map out ac-
tions and movement (Alvi 2022). Ismail (2018) describes 
AI algorithms as “a group of algorithms that can modify 
its algorithms and create new algorithms in response to 
learned inputs and data as opposed to relying solely on the 
inputs it was designed to recognize as triggers. This abili-
ty to change, adapt and grow based on new data, is descri-
bed as intelligence”. These definitions give us insight into 
how difficult it is to control and audit algorithms.

Three main aspects make AI algorithms challenging 
to control: the input data used to train AI algorithms, the 
way the algorithm operates, and the autonomous learn-
ing performed by an algorithm. It is problematic if the 
data used to train the algorithm is unrepresentative for 
the group where the algorithm will be applied. If the al-
gorithm is trained on predominantly European individu-
als but the intention is to use it on a diverse population, 
containing other countries, then the algorithm might not 
function properly as it was trained on the wrong data. 
Additionally, many AI algorithms are applied without a 
thorough understanding of how they work and if they can 
answer the problem for which they are used. It is inac-
curate to use algorithms aimed at predicting quantitative 
variables, such as amount of sales, to predict qualitative 
variables, such as impairment or no impairment. Lastly, it 
is often not clear what the algorithm learns from the data, 
whether it learns to spot the “right” aspect of a problem. 
For example, a failure of AI was documented when, in-
stead of learning to identify cancerous lesions, AI learned 
instead to identify images coming from a specific piece 
of equipment (Barnett et al. 2021). So, all imagines co-
ming from a specific equipment were classified wrongly 
as “cancerous”. All three aspects can culminate in AI al-
gorithms which lead to discrimination against protected 
groups of citizens, spread disinformation and even cause 
bodily harm.

Another challenge specific to AI algorithms is that 
they often use a large volume of structured (for example, 
tabular data) and unstructured data (for example, video 
data) which makes it difficult to ensure data integrity and 
representativeness. Additionally, many AI algorithms are 
self‑learning, continuously improving the algorithm, or 
adapting to changing circumstances. This introduces dif-
ficulties for the validation of the algorithm which chan-
ges from a point‑in‑time validation to a frequent or con-
tinuous (automated) monitoring situation. It also requires 

storing all algorithm changes and historical data used to 
train the algorithm. AI algorithms are also sensitive to the 
selection of hyperparameters. Usually simple algorithms, 
with less or no hyperparameters, can lead to underfitting 
(missing the underlying patterns in the data) while com-
plex algorithms, with multiple hyperparameters that need 
tuning, tend to overfit (give a lower training error than the 
actual test error). In both cases this leads to poor perfor-
mance of the algorithm in out‑of‑sample testing or pro-
duction (Burnham and Anderson 2002). Finally, vendor 
algorithms tend to be proprietary, and this adds to the lack 
of transparency inherent in learning algorithms.

3.2. The audit of algorithms and the internal auditor

Considering the challenges introduced by algorithms, 
and especially AI algorithms, the question arises how an 
audit on algorithms should be executed and who should 
audit algorithms. A domain with experience in providing 
auditing services is the internal audit domain. The main 
purpose of internal audit is to add value and improve an 
organization’s operations and it does so by performing 
independent assessments on the effectiveness of gover-
nance, risk management, and control processes in an or-
ganization (IIA 2022). As organizations increasingly use 
algorithms (Makridakis 2017), they are confronted with 
significant challenges as algorithms can have an impact 
on the governance, risks and processes of an organization 
and, ultimately, on whether the organization achieves its 
goals or not. Then, the internal auditor becomes also res-
ponsible for auditing algorithms.

If auditing algorithms is expected from internal audit, 
then the internal auditor should have sufficient skills and 
experience to perform such an audit. This again makes 
the role of the internal auditor with respect to algorithms 
unclear. Various stakeholders still consider that internal 
auditors should work within the apparent current scope of 
their main activities and focus on operational and finan-
cial risks, on the governance and process rather than the 
correctness of the algorithms themselves (van Eck and 
Middelkoop 2020). Differently, in the article “Closing 
the AI Accountability Gap” Raji et al (2020) emphasize 
the added value of internal audit compared to external 
audit, because of the internal audit’s direct access to in-
ternal systems. This privileged access to internal systems 
such as the algorithms used in an organization, creates 
the obligation for the internal auditor to have knowledge 
about algorithms themselves. Skills and experience in al-
gorithms and in auditing algorithms can be acquired by 
internal auditors by expanding their current knowledge as 
suggested by Arnold (2021), similar to how they acquired 
knowledge in performing other tasks such as controlling 
the risks of models.

According to Carawan et al. (2018) internal auditors 
now have an important role in the Model Risk Manage-
ment domain, as internal auditors can be tasked with as-
sessing the effectiveness of the Model Risk Management 
Framework used by financial institutions, including the 
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governance, policies, procedures, and activities conduc-
ted to address the risk of model error. Internal auditors 
are also responsible for understanding when and how the 
model is used and if it is in line with the model’s stated 
purpose. The currently undocumented practice into mo-
del risk management also reveals the fact that internal 
auditors manage to perform a rigorous audit of the mo-
del risks only if they have knowledge on the model, as 
well. One indication of this can be the trend of including 
professionals with model knowledge (e.g., statisticians) 
in audit teams. Similar to the Model Risk Management 
domain, where the prevalent use of models by financial 
institutions pushed the internal auditor into assessing the 
risks of models, the internal auditor working for organiza-
tions who use algorithms will have to audit AI algorithms 
as well. For this, the internal auditor needs a framework 
as a guide to auditing algorithms.

4. Different approaches to AI 
control

4.1. Three phases of ethics maturity for algorithms

Kazim and Koshiyama (2020) distinguish between three 
phases of AI ethics maturity: the principles and guideli-
nes phase, the processes or the ethics‑by‑design phase, 
and the AI assurance phase. The first phase involves AI 
ethics principles and guidelines issued by diverse orga-
nizations, ranging from NGOs and governmental bodies 
to private entities (for example, the Ethics Guidelines for 
Trustworthy AI issued by EU’s High‑Level Expert Group 
on Artificial Intelligence). Despite serving as an impor-
tant step in the process of AI ethics maturation, merely 
spelling out AI ethical principles such as transparency, 
non‑maleficence and responsibility mostly fails to con-
verge into implementable instruments (Jobin et al. 2019).

The second phase involves the inclusion of AI ethics 
principles in professional codes of ethics such that AI has 
ethics‑by‑design. For example, the Association for Com-
puting Machinery (ACM) revised in 2018 its 1992 Code 
of Ethics to include ethics principles for software develo-
pers. Such codes of ethics should guide AI developers to 
the right choices when faced with ethical dilemmas (for 
example, how much and what user data to collect). But 
placing the responsibility of developing ethical AI on the 
sole shoulders of AI developers can turn out to be inef-
fective when codes of ethics do not actually influence the 
choices of AI developers (McNamara et al. 2018). The 
irrefutable conclusion of these approaches was that the 
responsibility to develop ethical AI was an interdiscipli-
nary problem (Vanhée and Borit 2022) that should be sha-
red by engineers, philosophers, psychologists and many 
more. Nevertheless, putting an interdisciplinary stamp 
does not alleviate the elusiveness of getting AI in control 
in a way that fulfills organizational goals without causing 
societal or business harm.

The third and current phase of AI ethical approaches 
concerns the standardization and operationalization of AI 
ethics. In this stage of AI maturity, the focus is placed on 
risk‑assessments of AI systems. In a risk‑based approach 
to auditing AI, teams of people close to the problem, hig-
hly familiar to the environment where the AI system ope-
rates, would sit together with the auditors, and generate 
a risk registry with everything that can go wrong with 
the algorithm. But in the case of AI, where data combi-
nes with algorithms and user behavior in unknown ways, 
teams of AI developers and auditors might not be able to 
anticipate important risks. In this case, the diversity of 
the team, not only in terms of expertise but also in terms 
of other aspects such as race, gender, education, cultural 
background, might be key to implementing a good risk 
registry. For example, while a team of Dutch developers 
of a globally deployed image captioning AI system might 
not identify the poor performance of AI as a risk, when 
tasked to identify celebrities from Taiwan, an internatio-
nal AI review team might.

4.2. Internal auditing framework - SMACTR

SMACTR (Scoping, Mapping, Artefact Collection, Tes-
ting and Reflection), the internal audit framework propo-
sed by Raji et al. (2020), aims to give an opinion on the 
compliance of AI systems with the ethical values of the 
organization. Most importantly, every stage in SMACTR 
leads to the creation of artefacts, or documentation, useful 
for the conclusion of the audit. The documentation de-
sign is borrowed from other fields such as aerospace (e.g., 
the Failure Modes and Effects Analysis systematic risk 
management approach used in safety engineering) but it 
also mentions specific documentation aimed at AI (e.g., 
datasheets and model cards).

Guided by commonly recognized ethical principles 
(Jobin et al. 2019) such as transparency, justice, fairness 
& non-discrimination, safety & non-maleficence, respon-
sibility & accountability, SMACTR starts off with a Sco-
ping stage where potential risks to ethical principles are 
identified and analyzed for their potential impact. In one 
hypothetical example in Raji et al. (2020), a smile detec-
tion algorithm used to automatically trigger cameras in 
physical photo booths can lead to threats to the principle 
of fairness & non-discrimination if the algorithm dispro-
portionately impacts people with disabilities or different 
cultural norms on the formality of smiling. SMACTR 
continues with a Mapping of stakeholders stage and an 
Artefact Collection stage where the documentation nee-
ded to understand the algorithm is collected. Once risks 
are identified and ranked, testing can be done to check 
the compliance of the AI systems with the ethical gui-
delines of the company that are most at risk at the time 
of the audit. Testing includes mostly technical soluti-
ons such as adversarial testing where auditors simulate 
what an enemy might do to confuse a system, or review 
of metrics for specific user profiles. The testing stage of 
SMACTR should confirm the existence of the anticipated 
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risks. SMACTR ends with a Reflection stage that inclu-
des a risk appetite analysis and a decision on the action 
plans recommended to mitigate the most important ris-
ks. At this point, depending on the risk thresholds of the 
company, the risks that are considered acceptable by the 
company are proposed to be mitigated with specific acti-
on plans. In the case of the smile detection algorithm, a 
risk mitigation action could be to add a button for users to 
opt-in to the algorithmic solution.

4.3. Legal, safe and ethical algorithms

A more encompassing framework which tries to operatio-
nalize the audit of algorithms, is the framework published 
in 2021 by an extensive team of researchers gathered from 
different universities and institutes, including the Univer-
sity College London and the London Stock Exchange 
(Koshiyama et al. 2021). In the context of this recent pu-
blication, the audit of an algorithm is defined as “the re-
search and practice of assessing, mitigating, and assuring 
an algorithm’s safety, legality, and ethics” (Koshiyama et 
al. 2021, p. 2). According to this framework, there are 
four dimensions in the audit of an algorithm: Develop-
ment, Assessment, Mitigation, and Assurance (DAMA, 
henceforth). While the Development dimension refers 
to the stages of an algorithm including data setup, fea-
ture engineering, model selection, post‑processing, and 
deployment, the Assessment dimension comprises diffe-
rent pressures that act upon algorithms such as fairness, 
robustness, explainability and privacy concerns (or ver-
ticals, as they are called in the paper of Koshiyama et 
al. (2021)). These two dimensions interact to give rise to 
specific auditing activities. For example, the data setup 
stage interacts with the fairness vertical to inspire the fo-
cus of the audit on how balanced the data is. But the situ-
ation gets even more complicated as there is an additional 
interaction. The Development and Assessment dimension 
interact with a third element, the level of access of the 
algorithm. Consequently, the audit or inspection activities 
are much more limited when the level of access to the 
algorithm is restricted to only an indirect observation of 
the system. Mitigation strategies aim to address the issues 
discovered in auditing activities. For example, if explai-
nability issues were identified, mitigation strategies like 
the application of model agnostic local explanations (for 
example, LIME approach) can be suggested. The Assu-
rance stage contains possible certification opportunities 
that narrow the scope of the assurance service, such as 
certification of a system or sector specific certifications.

The DAMA framework presents an interesting view on 
how a low number of dimensions interacting can lead to 
numerous auditing activities and that these activities and 
the subsequent certification of the algorithmic system are 
impacted by the level of access to the algorithm. It is also 
valuable to see the focus of the Assessment dimension on 
four main verticals inspired by the most recent development 
in Fair AI: fairness, robustness, explainability and privacy. 
Still, the operationalization of the DAMA framework is 

not included in the paper and so the concrete steps to take 
or items to check in an audit are unclear.

4.4. Notable local developments

On September 22, 2020, the Netherlands Court of Au-
dit (NCA) organized a thinking session with more than 
30 experts on 5 themes related to AI algorithm use: data 
driven working, data quality, AI and algorithms, AI at the 
government, and transparency. One important conclusion 
of the thinking session was that due to the way algorithms 
are developed (for example, using historical data which 
might be biased or inserting bias through development 
choices), we can never have certainty that algorithms do 
not discriminate. As such, necessary controls need to be 
placed on algorithms. In its 2021 publication ‘Aandacht 
voor Algoritmes’ (Algemene Rekenkamer 2021), the 
Netherlands Court of Audit proposes a risk assessment 
framework aimed to control algorithms. The framework 
is based on a combination of existing frameworks and is 
targeted at five areas: governance, model and data, pri-
vacy, IT general controls, and ethics. To showcase the 
usefulness of the framework, the Netherlands Court of 
Audit tested it on three algorithms and concluded that 
the current use of algorithms within Dutch municipali-
ties is limited and the algorithms used can be controlled. 
Although not limited to, the main intended users of the 
framework developed by the Netherlands Court of Audit 
are governmental organizations.

In 2021 NOREA, the Dutch Association of chartered 
IT‑auditors, released the Guiding Principles for Trust-
worthy AI Investigations (De Boer and Van Geijn 2021). 
The NOREA principles are aimed at guiding Dutch char-
tered IT‑auditors in investigations into AI algorithms. 
The guidelines are developed using leading practices for 
trustworthy AI (for example, General Data Protection Re-
gulation, Information Commissioner’s Office Guidance 
on the AI Auditing Framework). Nevertheless, the NO-
REA principles do not intend to present a comprehensive 
framework for algorithmic system scrutiny and the advice 
presented in the guidelines is that, for algorithm control 
frameworks, existing risk management methodologies 
such as COSO and COBIT are encouraged to be followed. 
It is not clear though if such methodologies are a good 
match with the challenges introduced by AI algorithms.

The DAMA, SMACTR, the NCA and NOREA 
conceptual frameworks highlighted in this section are 
aimed at the ethical risks of AI algorithms. In this article 
we express an opinion that there is a need for a more 
comprehensive framework, which goes beyond ethical 
risks to consider other business risks of AI algorithms and 
of algorithms, in general. We further attempt to step beyond 
purely conceptual frameworks to design a framework 
which can be more readily implemented by an auditor in 
an audit of an algorithm. As such, we develop normative 
statements (or positions) against which an algorithm can 
be checked. These normative statements, which describe 
how things should work and are audit objectives, are 
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aimed to resonate with auditors who use audit objectives 
in other audit tasks. For example, in an environmental 
audit, an audit objective (or normative statement) is that 
“Environmental policies exist during the reporting period 
as described in the notes to the environmental data” 
(Kamp 2002). With a set of normative statements aimed 
at AI spelled out, we believe that an auditor can perform 
a rigorous and comprehensive audit of an AI algorithm.

5. A rigorous framework for 
auditing algorithms

5.1. Inspiration from Model Risk Management

All previous work on the audit of algorithms highligh-
ted in the previous section focuses mainly on the ethical 
risks introduced by AI algorithms, for example, the risk 
of discriminating against protected groups of people. The 
upcoming AI Act also addresses ethical issues around 
AI. Although they are very important risks, it is salient 
to regard ethical risks in the bigger picture of the over-
all risk that the use of AI algorithms carries: the risk that 
the algorithm produces erroneous results or is used in the 
wrong way. One area which can serve as a starting point 
for getting a more comprehensive picture of risks of algo-
rithms, beyond ethical risks, is the area of model risk ma-
nagement. Conceptually, AI algorithms and models are 
related in that AI “algorithms operate by learning models 
from existing data and generalizing them to unseen data” 
(Suresh and Guttag 2021, p. 1). As algorithms are fun-
damentally the engines of a model, we can borrow from 
Model Risk Management best practices to identify other 
risks in using algorithms, besides ethical risks.

The risk management around algorithms can be ap-
proached similarly to the Model Risk Management ap-
proach, with a “three lines” system (IIA 2020). The first 
line (for example, the management of the organization) 
develops and uses an algorithm, being primarily respon-
sible for all relevant risks. The second line (for example, 
a special function within an organization responsible for 
risk management, compliance, or internal control) assists 
in risk management and often also advises management 
on accepting or rejecting a specific algorithm and under 
what conditions. As a third line, internal audit gives an in-
dependent and objective assessment to a governing body 
(for example, the management of the organization) regar-
ding the sufficiency and effectiveness of governance and 
risk management over AI algorithms.

5.2. The Life cycle audit framework for algorithms

Inspired from the Model Risk Management best practice 
(Garla and Dhillon 2016), the Life cycle framework for 
auditing AI algorithms (figure 1) recognizes seven phases 
during which the first line must manage the risks intro-
duced by AI algorithms: Initiation, Development, Im-

plementation, Use, Monitoring, Review and Retirement. 
Three of those phases take place before the algorithm is 
put to use (the Initiation, Development and Implementa-
tion phases) while three phases are distinguished during 
the use of the algorithm (Use, Monitoring and Review). 
During the last phase, the model is retired (Retirement). 
The second line in the accountability structure over AI 
algorithms (for example, a special function within an or-
ganization responsible for risk management, compliance, 
or internal control) is responsible for the Validation of the 
AI algorithm(s) and plays an important role during most 
of the phases of the algorithm’s lifecycle. Importantly, the 
use of the algorithm needs to be approved by a governing 
body, advised by the second line’s validation function. 
While the life cycle stages are common to the Model Risk 
Management approach, the contribution of this article re-
fers to specific aspects in each stage, aimed particularly 
at AI algorithms.

To offer more granularity to the Life cycle framework 
for AI algorithm audit, we present in Appendix 1: Table A1 
an overview of risks per Life cycle phase (including the 
Validation phase) and normative statements (or positions) 
against which an algorithm can be checked. While some 
normative statements in Table A1 are common to the Mo-
del Risk Management framework, the highlighted aspects 
(in blue italic font) are aimed specifically at AI algorithms 
(Dil et al. 2019). One current limitation of the framework is 
that it does not spell out the evidence gathering techniques 
applicable to AI algorithms for every normative statement. 
It does not do so because the choice of technique for evi-
dence gathering is a creative one and evidence gathering 
techniques for AI algorithms can range from highly tech-
nical approaches (for example, technical toolkits aimed at 
understanding the workings of an algorithm such as the 
LIME approach (Ribeiro et. al. 2016)) to less technical 

Figure 1. The Life cycle framework for the AI algorithm audit.
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or more traditional approaches (for example, interviews, 
checking documentation). Nevertheless, the NOREA Gui-
ding Principles for Trustworthy AI Investigations (2021) 
offers valuable guidance on types of evidence to look for 
when engaged in investigating the trustworthiness of AI.

Returning to Table A1, the Initiation phase of the Life 
cycle refers mainly to stakeholders (for example, invol-
ving the right stakeholders, making roles and responsi-
bilities clear) and the scope of the algorithm (for exam-
ple, delineating an area of investigation depending on the 
purpose and the regulations covering the algorithm). The 
Development phase is focused on how sound the process 
of developing the algorithm is (for example, “are the cho-
sen algorithms applied correctly?”) and how sound the 
data used is (for example, “is the data valid?”). The Im-
plementation phase aims to check if the implementation 
of the algorithms is in line with its design (for example, 
“when implemented, are deviations from the developed 
algorithms documented?”). The audit activities in the Use 
phase concentrate on making sure that the algorithm is 
used in line with its intended purpose and that the users 
know how to use the algorithm and can provide feed-
back on its use. The Monitoring phase delineates what to 
measure with respect to the algorithm (for example, what 
performance metrics to monitor) during the life of an al-
gorithm and when to signal an issue (for example, setting 
up acceptable thresholds for performance metrics). The 
Review phase follows up on the discoveries made in the 
Monitoring phase, looks at the continued functioning of 
the entire algorithm, and aims to assess if necessary im-
provements are made to the algorithms (for example, re-
parameterization is performed). In the Retirement phase, 
the organization’s inventory of algorithms is updated such 
that algorithms no longer in use are not still available for 
use or misuse. The Validation of the algorithm aims to 
timely challenge the development, implementation, use, 
monitoring, and review of the algorithm (for example, 
check if all relevant risks are considered). Although it is 
difficult to claim that a framework is comprehensive en-
ough to support an AI algorithm audit, it is possible that, 
by focusing on the processes around an AI algorithm, on 
its life cycle within the organization, such an audit can be 
performed. Thus, we envisage that this framework can be 
used for the audit of AI algorithms.

5.3. Hypothetical example

To illustrate the application of the Life cycle audit frame-
work, the hypothetical example of an algorithm suppor-
ting an online hotel rating system is used. Such a rating 
system can be attached to the website of an online travel 
company who lists hotels, and their ratings, based on the 
search terms of the customers (for example, location, pe-
riod, amenities). The rating of hotels can, and does, play 
a role in the decision of customers to reserve a hotel room 
(Eslami et al. 2017). The hypothetical example considers 
that most of the normative positions in the framework are 
met, with three exceptions where risks are identified

One risk of the rating algorithm is that its purpose is 
not clearly described and shared with the users (normative 
statement 2.1 is not met), leading to users being confused 
by the rating system and eventually not using the rating 
provided. As an example, users of the rating system might 
be under the impression that only user reviews matter for 
the rating, while the rating system has the overall purpose 
of “rating hotels based on user input and our own domain 
knowledge”. The introduction of domain knowledge in 
the algorithm can lead to a different rating (for example, a 
higher rating) than the one obtained from using only user 
input (for example, averaging user ratings). The auditor 
of such an algorithm can check the website of the online 
travel company to verify if the purpose of the rating algo-
rithm is clearly described.

Another risk of the rating algorithm is that its 
performance is not checked per sub‑group (normative 
statement 4.6 is not met). If the algorithm has a lower 
performance for the low‑to‑medium quality hotels 
sub‑group, then users can lose trust in the rating and stop 
using it. In this situation, the algorithm developer can 
compare the rating of hotels which are rated on different 
rating platforms (benchmarking). If the results show a 
significant difference between the ratings for different 
hotel categories (for example, low‑to‑medium quality) 
on different platforms (for example, Booking versus 
Expedia), then this is an indication that the algorithm 
might not perform as expected per sub‑groups. The auditor 
might check if the developer has done the benchmarking 
and if the validator has challenged the benchmarking.

Rating algorithms which use external user input suffer 
from a risk of invalid data (normative statement 5.1 is not 
met). Fake user reviews used in the rating algorithm can 
materialize into incorrect ratings which lead to a public 
mistrust in the rating system. To get protection against fake 
user reviews, the algorithm developer can prompt users to 
provide a valid email address when making an account on 
the rating platform or can use other algorithms to check for 
the existence of fake user accounts. Here too, the auditor 
would verify the work done by the developer and whether 
the validation function sufficiently challenged the developer.

6. Conclusion

The wide use of algorithms and the breadth of their 
impact on society have created pressure for governmental 
institutions to set regulatory boundaries. The EU AI Act 
is one regulation spurred from this pressure. The EU 
AI Act prompts organizations to systematic review the 
algorithms they use and the ethical risks these algorithms 
pose to society. Such a systematic look can take the form 
of an algorithm audit. Moreover, an algorithm audit can 
play a role in managing the risks of algorithms even when 
ethical risks are not at the forefront. This is important 
as algorithms come with serious business risks ranging 
from providing unreliable information for internal 
decision‑making to fueling public loss of reputation.
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The task of auditing algorithms is not an easy one. The-
re is uncertainty as to who can audit algorithms and how 
a rigorous audit can be done. The internal audit function 
can play a role in providing insights into the risks that 
come with the use of algorithms even when ethical risks 
are not at a forefront. In this article we argue that internal 
auditors have in their arsenal processes and skills that can 
be adapted to the new challenge of auditing algorithms. 
We specifically pinpoint the Model Risk Management 
approach as something familiar to the internal audit pro-
fession and a good starting point for designing a response 
to the need for algorithm audit. In this way, by keeping 
connected to the established terminology of the auditing 
process (e.g., audit objectives, audit criteria) and know-
ledge (i.e., the Model Risk Management), we aim to show 
that internal auditors play an important role in assessing 
the governance and risk management around the use of 
algorithms, but also the algorithms themselves.

The article produces a framework aimed to serve as an 
initial guide for the audit of algorithms. The framework 
develops audit objectives based on the audit criteria re-
vealed by the literature review but offers only an anecdo-
tal example as to how the framework can be applied for an 
audit. Further investigation is required into the compre-
hensiveness of the framework, the potential challenges it 
might reveal when applied in the field (e.g., challenges in 
collecting evidence) and the recommended composition 
of the audit team charged with the audit of an algorithm 
(e.g., in terms of expertise or sociocultural background). 
An important extension of this article would aim at the de-
velopment of practical guidance to be used by the auditor 
when it comes to auditing the algorithm itself (through the 
system) as there is currently a gap between what the role 
of the internal auditor should be (i.e., focused at looking 
both around and through the system) and their current role 
(i.e., of looking around the system).
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Appendix 1

Table A1. The Life cycle framework for the AI algorithm audit.

Lifecycle Risk Normative statement (or position)
(statements in blue italic font are aimed specifically at AI algorithms)

Initiation An algorithm is developed lacking 
adequate governance, without 
having sufficient support or with 
too high risk, leading to unneces-
sarily using resources or creating 
unnecessary costs.

1. Evidence of adequate governance
1.1 Involved stakeholders (owner, validator, user) are clearly described. 
1.2 The roles of stakeholders are described and followed (for example, the owner approves 
the use of the algorithm, the validator fulfils the ‘second pair of eyes’ role for the developer 
function, the user provides feedback on the use of the algorithm).
1.3 A clear segregation between roles who need to be segregated (for example, developer 
and validator) is in place. 
1.4 Diversity within AI development teams across race, gender, sexual orientation, age, 
economic conditions and more, dependent on potential bias 
1.5 An organizational culture of involving ‘experts’ for independent feedback on the 
algorithm in all its life cycle phases, rather than taking algorithm outcomes as truth. (for 
example, domain experts are involved in the Use phase of the algorithm). 
1.6 The algorithm is correctly listed in the inventory of algorithms.

2. Preliminary purpose, regulatory environment and risk description
2.1 The purpose of the algorithm is described and shared with the users.
2.2 The regulatory risk category (high or low) is determined and specified.
2.3 The regulatory requirements are listed (for example, the obligation to perform a con‑
formity assessment as per the EU AI Act) and used in the development of the algorithm (for 
example, version control is used in the development of the algorithm). 

Development Inadequate skills are used for the 
development and/or it is done 
without sufficiently understand-
ing the context, causing the data 
or algorithm soundness to miss 
standards, which compromises the 
algorithm outcomes. 

3. Documentation requirements are followed:
3.1 The internal guidelines (for example, codes of ethics used, corporate ESG values) are 
applied and documented. 
3.2 The input data and the output of the algorithm are described (for example, datasheets for 
data sets (Gebru et al. 2021) are used). 
3.3 How the model works is adequately documented (for example, model cards (Mitchell et 
al. 2019) or method cards (Adkins et al. 2022) are used). 
3.4 A risk registry with all the potential harms that can be caused by the algorithms is in 
place. 
3.5 For all new algorithms, an impact assessment is performed including the documentation 
of all the possible risks, including ethical risks.

4. The soundness of the algorithm is evidenced in the documentation: 
4.1 The choice of the algorithm and its settings (for example, hyperparameters) is sound 
and based on theoretical foundations (for example, benchmarked against previous algorithm 
uses), leading the algorithm to correctly identify relationships existing in the data as op-
posed to capturing noise in data. 
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Lifecycle Risk Normative statement (or position)
(statements in blue italic font are aimed specifically at AI algorithms)

4.2 The choice of the algorithm is in line with the context where it is applied (for example, 
the chosen algorithm is in line with the business purpose; the algorithm development choic‑
es with respect to hyperparameters or other settings are in line with the data available (for 
example, more complex algorithms might require larger data samples)). 
4.3 Approaches to improve the algorithm (for example, regularization, activation functions, 
optimizers) are used soundly.
4.4 Any external tools used (for example, a text parser which extracts features from text 
data) are understood.  
4.5 Mitigation measures are in place for risks and they are used conservatively (for example, 
even if there is only a potential risk to privacy, privacy constraints are placed on the algo‑
rithm at development).
4.6 Tests (for example, performance accuracy per sub‑groups, sensitivity/scenario analysis, 
statistical fairness tests, overfitting detection) are executed to validate the performance of 
the algorithm.
4.7 The results of the algorithm are benchmarked with subject matter expert opinions or 
other benchmarks (for example, results from other platforms or other algorithms).
4.8 If necessary, an expert’s opinion on the algorithm or on the data is used.
4.9 If applicable, expert opinions which are overridden are listed and justified.
4.10 Assumptions and limitations of the algorithm are described (for example, the model 
card of the algorithm (Mitchell et al. 2019) describes in what circumstances can the algo‑
rithm be used). 
4.11 The outcomes of the algorithm are in line with corporate ESG values (for example, the 
results of an algorithm do not interfere with the value of ‘diversity’).
4.12 For high‑risks applications, decisions made by algorithms can be explained (Zhang et 
al. 2022) and are interpretable by human subjects.

5. Data quality is satisfactorily described in documentation:
5.1 Data is of quality: complete (for example, data is not biased such that it misrepresents 
protected groups), consistent, unique, timely, accurate, valid, complete (DAMA UK Work-
ing Group on ‘Data Quality Dimensions’, 2013), representative for the population where the 
algorithm will be used.
5.2 Data transformations (for example, scaling, missing data imputation, feature engineer‑
ing) are correct.

Implementation The implementation does not 
match with the developed algo-
rithm, data feed quality is poor, 
or allows for the wrong use of the 
algorithm, which compromises the 
outcome during use.

6. Implementation documentation is up to requirements and in line with develop-
ment:

6.1 The implementation process is documented (for example, the implementation might take 
place through a randomized controlled experiment (Thomke and Manzi 2014)). 
6.2 The algorithm design is specified (for example, in a method card (Adkins et al. 2022)). 
6.3 Changes to the algorithm or the data are described and documented
6.4 There is Functional and User Acceptance Testing documentation, especially for external 
tooling.
6.5 Technical roles and permissions are defined.

7. Implementation results (algorithm and output) are in line with the design:
7.1 The algorithm prototype (code, data, model, output) is in line with its implementation.
7.2 Tests are performed to discover vulnerabilities (for example, fuzz testing).

Use The use of the algorithm is not in 
line with the design, or vice versa, 
causing the algorithm to give the 
wrong results which are mis-
aligned with the purpose.

8. The use of the algorithm is documented, in line with practice and in line with the 
purpose of the algorithm:

8.1 There is documentation as to the use of the algorithm.
8.2 The use of the algorithm is aligned with its purpose and with the documentation.

9. Training of staff:
9.1 The staff has knowledge about how to use the algorithm.

10. Evidence of a formal possibility to give feedback and actual feedback from 
users:

10.1 There is a user feedback loop implemented.
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Lifecycle Risk Normative statement (or position)
(statements in blue italic font are aimed specifically at AI algorithms)

Monitoring The algorithm monitoring is not 
timely or does not track the correct 
indicators, whereby it cannot be 
tracked if the model continues to 
perform according to expectations.

11. Monitoring documentation is in line with requirements and lists indicators with 
thresholds that signal model performance:

11.1 Performance metrics (for example, performance accuracy) and acceptable thresholds 
are defined. 
11.2 The frequency of monitoring is adequate and followed up (for example, monitoring 
might be continuous for self‑learning algorithms).
11.3 The assumptions and limitations of the algorithm hold for the stated purpose and use of 
the algorithm. 
11.4 Conditional approvals (for example, the algorithm is accepted for immediate use with 
additional screening for bias) are monitored .

Review The algorithm review is not in line 
with its intended use or done time-
ly, whereby it cannot be assured 
that the algorithm applied is still 
sufficiently sound and in line with 
the intended use.

12. Documentation is in line with requirements and contains a still‑fit‑for‑purpose 
analysis, and a conclusion to apply ‘reparameterization’, ‘improve’ or ‘redevelop’ 
in line with requirements: 

12.1 There is a review frequency set that is followed up.
12.2 The review contains a still‑fit‑for‑purpose analysis based on monitoring criteria (for 
example, the use of the algorithm is still in line with its purpose, there is still sufficient 
knowledge and understanding about the algorithm). 
12.3 The review provides a description and timing of improvement and planned changes in 
line with findings / weaknesses.
12.4 If concluded by the review, reparameterization is performed (for example, dynamic 
calibration of algorithms where hyperparameters are automatically recalibrated might be 
done for self‑learning algorithms) 
12.5 If concluded by the review, improvements are performed.
12.6 If concluded by the review, redevelopment is performed.
12.7 Previous issues are resolved, findings and recommendations have been implemented 
according to plan (for example, mitigate a risk by a specific date).

Retirement An algorithm and data which are 
no longer being used are not re-
tired, clogging up the inventory or 
allowing wrong use or use without 
proper maintenance, or an algo-
rithm still being used is retired, 
causing failure of procedures.

13. Retirement procedures are followed in line with requirements:
13.1 Dependencies of other algorithms are documented.
13.2 There is no data redundancy.
13.3 The algorithm is correctly reflected in the algorithm inventory.
13.4 Algorithm versions and data are stored for audit purposes.

Validation Validation is not in line with the 
process, or without sufficient skills, 
causing insufficient challenge on 
the development, implementation 
and use, which compromises the 
algorithm quality.

14.There are efficient controls in place to ensure proper model implementation:
14.1 The internal guidelines followed are documented (for example, codes of ethics). 
14.2 There is an evaluation of the risk analysis (for example, including ESG risks) and 
classification (for example, high risk algorithms are correctly identified).
14.3 The algorithm implementation can be replicated from the documentation. 

15. There is a fair challenge on algorithm soundness and data quality:
15.1 There is an evaluation as to whether the development process is suitable to the under-
lying problem the algorithm is used for (for example, the development team is sufficiently 
diverse, there is conceptual soundness in the choice of the algorithms). 
15.2 There is an evaluation of the performance of the algorithm (for example, using statis-
tical tests, k‑fold cross validation, under/overfitting analysis, sensitivity analysis, backtest-
ing).
15.3 Assumptions and limitations of the algorithm are challenged. 
15.4 There is an evaluation of the data quality.
15.5 There is an evaluation of the Extract‑Transform‑Load process to identify potential 
problems from how the data is collected (for example, potential bias introduced in the data 
collection stage). 

16. Findings and recommendations are in line with the weaknesses found, and with 
requirements:

16.1 The Validation provides findings and recommendations in a timely manner.
16.2 The Validation provides a severity level for the risk (for example, untriaged, informa-
tional, low, medium, high, or critical). 
16.3 Developers and users are consulted with respect to the findings, recommendations and 
severity found.
16.4 The conclusions from the Validation stage are followed up.
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