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Abstract
The use of Artificial Intelligence (AI) and Machine Learning (ML) techniques within banks is rising, especially for risk manage-
ment purposes. The question arises whether the commonly used three lines of defence model is still fit for purpose given these new 
techniques, or if changes to the model are necessary. If AI and ML models are developed with involvement of second line functions, 
or for pure risk management purposes, independent oversight should be performed by a separate function. Other prerequisites to 
apply AI and ML in a controlled way are sound governance, a risk framework, an oversight function and policies and processes 
surrounding the use of AI and ML.

Relevance to practice
The use of Artificial Intelligence and Machine Learning in the banking industry is increasing. What do these techniques entail? What 
are their main applications and what are the risks concerned? Is the three lines of defence model still fit for purpose when using these 
techniques? These are the topics that will be addressed in this article.
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1. Introduction
Technology and data are playing an increasingly impor-
tant role in the banking industry. While Artificial Intelli-
gence (AI) was initially mostly used in client servicing 
domains of the bank, more and more applications for risk 
management purposes can be observed.

A common model to use within banks is the three lines 
of defence (3LoD) model. This model consists of a first 
line in the business, being responsible for managing risks, 
a second line risk management function in an oversight 
role and a third line function: internal audit. Given the 
expanding use of AI and machine learning (ML) within 
banks, the question arises whether this 3LoD model is 
still fit for purpose given these new developments, or if 
changes to the model are necessary.

This article aims to answer the question: “How can the 
application of Artificial Intelligence and Machine learn-
ing techniques within banks be placed in the context of 
the Three lines of defence model?”

This article will first address the basic concepts of AI 
and ML and the 3LoD model. It will then give an over-
view of the applications observed throughout banks and 
the risks and challenges of using AI and ML. After that, 
AI and ML are placed in the context of the 3LoD mod-
el, addressing the prerequisites to apply AI and ML in 
a controlled way. The article finishes with a regulatory 
view, the emergence of potential new market wide risks, 
conclusions and recommendations.
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2. Artificial Intelligence and 
Machine Learning: basic concepts

As a start, it is important to clarify the concepts of Artifi-
cial Intelligence (AI) and Machine Learning (ML), which 
are often interchanged. Several definitions can be found. 
AI is mostly viewed as intelligence demonstrated by ma-
chines, with intelligence being defined with reference to 
what we view intelligence as in humans (Turing 1952 cf 
Shieber 2004 in Aziz and Dowling 2019). Or another de-
finition: AI refers to machines that are capable of perfor-
ming tasks that, if performed by a human, would be said 
to require intelligence (Scherer 2016).

AI uses instances of Machine Learning as components 
of the larger system. These ML instances need to be or-
ganized within a structure defined by domain knowledge, 
and they need to be fed data that helps them complete 
their allotted prediction tasks (Taddy 2018). As such, ML 
delivers the capability to detect meaningful patterns in 
data, and has become a common tool for almost any task 
faced with the requirement of extracting meaningful in-
formation from data sets (Leo et al. 2019). ML may also 
be defined as a method of designing a sequence of actions 
to solve a problem, known as algorithms which optimise 
automatically through experience and with limited or no 
human intervention (FSB 2017). ML is limited to predict-
ing a future that looks like the past, they are a tool for pat-
tern recognition (Taddy 2018). According to Mullainathan 
and Spiess (2017), the appeal of ML is that it manages to 
uncover generalizable patterns. In fact, the success of ML 
at intelligence tasks is largely due to its ability to discover 
complex structure that was not specified in advance. It 
manages to fit complex and very flexible functional forms 
to the data without simply overfitting; it finds functions 
that work well out-of-sample (Mullainathan and Spiess 
2017). So ML is a core technique of AI, learning from 
data, but AI often involves additional techniques and re-
quirements (Aziz and Dowling 2019). So as Taddy (2018) 
states, AI is a broader concept, meaning that an AI system 
is able to solve complex problems that have been previ-
ously reserved for humans. It does this by breaking these 
problems into a bunch of simple prediction tasks, each of 
which can be attacked by a ‘dumb’ ML algorithm.

As Reddy (2018) states, ML comprises a broad range 
of analytical tools, which can be categorized into ‘su-
pervised’ and ‘unsupervised’ learning tools. Supervised 
learning is an approach to ML where the historical input 
data is tagged with its corresponding business outcomes 
and the ML solution is expected to identify and learn the 
patterns in the input data associated with a business out-
come and self-develop an algorithm based on this learn-
ing to predict a business outcome for a future instance. 
So supervised ML involves building a statistical model 
for predicting or estimating an output based on one or 
more inputs (e.g., predicting GDP growth based on sev-
eral variables). The supervised learning approach usually 
operates with a classification aim (e.g. will a loan default 

yes or no) or based on regression, in which a quantified 
value is predicted (e.g. what is the probability of loan de-
fault) (Reddy 2018).

In unsupervised learning, a dataset is analysed without 
a dependent variable to estimate or predict. Rather, the 
data is analysed to show patterns and structures in a data-
set (Van Liebergen 2017). So the historical input data is 
fed into the ML solution without any tagging of the busi-
ness outcomes and the solution is expected to decipher 
or self-develop an algorithm for prediction based on its 
own interpretations of the patterns in the data without any 
guidance or indicators. The unsupervised learning ap-
proach usually performs via Clustering (e.g. of customers 
in segments for credit risk) or Association (e.g. impact 
of increased draw-down on credit lines prior to default) 
(Reddy 2018).

So the main difference between supervised and unsu-
pervised ML is the tagging of historical data with busi-
ness outcomes in supervised learning, where this is not 
done in unsupervised learning. ‘Reinforcement learning’ 
falls in between supervised and unsupervised learning. In 
this case, the algorithm is fed an unlabelled set of data, 
chooses an action for each data point, and receives feed-
back (perhaps from a human) that helps the algorithm 
learn. For instance, reinforcement learning can be used in 
robotics, game theory, and self-driving cars (FSB 2017).

In discussions about AI, the concept of deep learning 
or neural networks is also mentioned often. In deep learn-
ing, multiple layers of algorithms are stacked to mimic 
neurons in the layered learning process of the human 
brain. Each of the algorithms is equipped to lift a certain 
feature from the data. This so-called representation or 
abstraction is then fed to the following algorithm, which 
again lifts out another aspect of the data. The stacking 
of representation-learning algorithms allows deep-learn-
ing approaches to be fed with all kinds of data, includ-
ing low-quality, unstructured data; the ability of the 
algorithms to create relevant abstractions of the data al-
lows the system as a whole to perform a relevant analy-
sis. Crucially, these layers of features are not designed 
by human engineers, but learned from the data using a 
general-purpose learning procedure. They are also called 
‘hidden layers’ (Van Liebergen 2017). Deep learning can 
be both supervised and unsupervised forms of learning, 
depending on the purpose for which it is applied. Deep 
learning techniques are complex, they are often perceived 
as a black box. It is not always clear how inputs have 
been recombined to create a predicted output (Aziz and 
Dowling 2019). This has obvious implications for use in 
risk management, the presence of a black box in decision 
making has its own challenges and can be a risk in itself.

Also, the concepts of predictive versus prescriptive 
AI are relevant. Predictive AI is about understanding and 
predicting the future, so about using statistical models 
and forecast techniques to understand the future to predict 
what could happen. Prescriptive AI uses optimization and 
simulation algorithms to advice on possible outcomes 
and to instigate what action to take.
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Other concepts within AI are speech recognition and 
Natural Language Processing (NLP). This is the ability 
to understand and generate human speech the way hu-
mans do by, for instance extracting meaning from text or 
generating text that is readable, stylistically natural and 
grammatically correct (Deloitte 2018).

One could wonder in which way AI and ML are dif-
ferent from more traditional statistical modelling tech-
niques. Statistical modelling gives insight in correlation, 
derives patterns in the data using mathematics. It is a for-
malization of relationships between variables in the form 
of mathematical equations.The main difference com-
pared to AI/ML is that the ML model trains itself using 
algorithms, it can learn from data without relying on rule 
based programming (Srivastava 2015). ML requires al-
most no human intervention because it is about enabling 
a computer to learn on its own from a large set of data 
without any set instructions from a programmer. It ex-
plores the various observations and creates definite algo-
rithms that are self-sufficient enough to learn from data as 
well as make predictions (Mittal 2018).

3. The three lines of defence model
In the 3LoD Defence model (IIA 2013):

1. management control is the first line of defence in risk 
management: they own and manage risks;

2. the various risk control and compliance oversight 
functions established by management are the second 
line of defence: they oversee risks;

3. an independent audit function is the third: they pro-
vide independent assurance.

Regardless of how the 3LoD model is implemented, 
senior management and governing bodies should clear-
ly communicate the expectation that information should 
be shared and activities coordinated among each of the 
groups responsible for managing the organization’s risks 
and controls (IIA 2013).

The 3LoD model has also received criticism. The core 
concern according to Davies and Zhivitskaya (2018) is 
that the existence of three separate groups who are sup-
posed to ensure proper conduct towards risks has led to 
a false sense of security. If several people are in charge, 
no one really is. Different criticism addresses that the 
3LoD model could downplay the importance of strong 
risk management in the business areas themselves: “not 
enough emphasis is placed on the first line of defence 
which is management” or that it could lead to an exces-
sively bureaucratic, costly, and demotivating approach to 
risk management. The Financial Stability Institute (2017) 
also mentions weaknesses in the 3LoD model. The re-
sponsibility for risk in the first line conflicts with their 
primary task which is generating sufficient revenues and 

profit, which requires risk-taking. So there are misaligned 
incentives here. In other cases, second line functions may 
not be sufficiently independent, or lack sufficient skills 
and expertise to effectively challenge practices and con-
trols in the first line (Arndorfer and Minto 2015). Lim et 
al. (2017) state that whilst the 3LoD model has formal-
ly spread the responsibility for risk management across 
different organisational lines, a real impact on the hier-
archy within the organisation is not observed enough 
yet: often, traders are perceived as more valuable to the 
organisation than risk and compliance personnel (Lim 

Topic Application In practice 

Stress testing Improving stress testing models by 
using AI and ML 

Limit the number of variables used in a 
scenario analysis 

Model validation Automated validation of models  Less human involvement in model 
validation processes 

Market Risk Monitoring traders Surveillance of conduct breaches by 
traders  

Capitalisation Optimizing regulatory capital Machine learning tools can increase 
efficiency and speed of capital 
optimization 

Compliance  Transaction monitoring to detect 
money laundering 

Detecting patterns of suspicious 
transactions 

Credit approval Automated credit approval Analyse and interpret patterns that 
lead to credit approval to improve the 
credit approval process 

Compliance  Fraud detection Detecting anomalies or patterns in 
large volumes of transaction data 

Market Risk Portfolio management Monitoring volatility from a portfolio 
management perspective 

Figure 1. Applications of AI in practice: examples in banks.
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et al. 2017). Supporters of 3LoD argue that, while these 
criticisms may have been valid in the past, the system 
has been made stronger since the Global Financial Crisis 
(Davies and Zhivitskaya 2018). When placing the use of 
AI and ML into the context of the 3LoD model, the criti-
cism should be kept in mind.

4. Applications of AI and ML 
within banks

To get a better insight in the risks associated with using 
AI and ML, this section addresses some use cases of AI 
and ML within banks throughout all of the 3LoD functi-
ons. These are depicted in figure 2 as well.

4.1 Applications in the first line

AI and ML techniques are frequently used in servicing 
clients. Applications such as chatbots for e.g. customer 
support or robo advice (digital platforms that provide 
automated, algorithm-driven financial planning services 
with little to no human supervision) have increased in the 
past years. A big 4 audit firm has developed a voice ana-
lytics platform that uses deep learning and various ML 
algorithms to monitor and analyse voice interactions, and 
identify high risk interactions through Natural Langua-
ge processing. The interactions are then mapped to po-
tential negative outcomes such as complaints or conduct 
issues and the platform then provides details as to why 
they have occurred (Deloitte 2018). Automated financial 
advice based on AI and ML techniques is also observed in 
an increasing number of financial institutions, but is more 
prevalent for securities than for banking products (Gon-
zález-Páramo 2017). Also, some banks use AI and ML to 
improve how they sell to clients. Both external market 
data and internal data on clients is used to develop risk 
advisory robots that offer advanced insights into client 

needs. The techniques being explored aim to help banks 
predict client behaviour, identify market opportunities, 
extract information from news and websites, and alert sa-
les based on market triggers (Sherif 2019).

In the field of market risk, the use cases of ML from a 
risk management perspective appear to be limited and are 
mainly observed in first line functions. Here, the focus is 
on e.g. market volatility or market risk from a portfolio 
or investment risk management perspective. Also, ML is 
increasingly being applied within financial institutions 
for the surveillance of conduct breaches by traders work-
ing for the institution. Examples of such breaches include 
rogue trading, benchmark rigging, and insider trading – 
trading violations that can lead to significant financial and 
reputational costs for financial institutions (Van Lieber-
gen 2017). In terms of the 3LoD, these applications occur 

purely in the first line of defence. From a bank risk man-
agement perspective, the papers appear limited.

4.2 Applications by first and second line

Modelling credit risk has been standard practice for sev-
eral years already. In banks, such models are developed 
within a modelling department that is often part of a risk 
management function, with the involvement of business 
users. The model is used by the business in the first line. 
The general approach to credit risk assessment has been 
to apply a classification technique on past customer data, 
including delinquent customers, to analyse and evaluate 
the relation between the characteristics of a customer and 
their potential failure. This could be used to determine 
classifiers that can be applied in the categorization of new 
applicants or existing customers as good or bad (Leo et al. 
2019). Enhancing the existing models with ML applica-
tions increases the quality of the models and therefore, the 
accurate predictions of e.g. default. The aim is to better 
identify the early signs of credit deterioration at a client 
or the signs for an eventual default based on time series 

Figure 2. Applications of AI and ML in the 3LoD in banks.
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data of defaults. When the accuracy of creditworthiness 
prediction increases, the loan portfolio could grow and 
become more profitable. ML techniques can be effective-
ly used for Regression based forecasting as well. Primar-
ily, forecasting models for Probability of Default (PD), 
Loss Given Default (LGD) and Credit Conversion Factor 
(CCF) can show greater levels of accuracies in forecast-
ing the quantum of risk with greater degree of precision 
and accuracy (Reddy 2018). Predominant methods to de-
velop models for PD are classification and survival anal-
ysis, with the latter involving the estimation of whether 
the customer would default and when the default could 
occur. Classifier algorithms were found to perform signif-
icantly more accurately than standard logistic regression 
in credit scoring. Also, advanced methods were found to 
perform extremely well on credit scoring data sets such 
as artificial neural networks (Leo et al. 2019). For con-
sumer credit risk, the outperformance of ML techniques 
compared to traditional techniques was shown based on 
research of Khandani et al. (2010): they developed a ML 
model for consumer credit default and delinquency which 
turned out to be surprisingly accurate in forecasting credit 
events 3–12 months in advance. When tested on actual 
lending data, the model lead to cost savings in total losses 
of up to 25% (Khandani et al. 2010). In SME lending, 
Figini et al. (2017) show that a multivariate outlier detec-
tion ML technique improved credit risk estimation using 
data from UniCredit Bank (Figini et al. 2017). Clustering 
techniques in ML can also benefit the required segmenta-
tion of retail clients into pool of loans exhibiting homog-
enous characteristics (Reddy 2018).

In the field of credit risk, ML is used not only for predict-
ing payment problems or default but also in the credit ap-
proval process in the first line. ML could help analyse and 
interpret a pattern associated with approvals and develop 
an algorithm to predict it more consistently (Reddy 2018).

Within the Operational risk domain, a field where ML 
is frequently used is Transaction monitoring as part of an-
ti-money laundering. This is performed in the first line, 
with the second line Compliance function involved. ML 
techniques are able to detect patterns surrounding sus-
picious transactions based on historical data. Clustering 
algorithms identify customers with similar behavioural 
patterns and can help to find groups of people working 
together to commit money laundering. Also, fraud detec-
tion can be improved by using ML techniques. Models 
are estimated based on samples of fraudulent and legiti-
mate transactions in supervised detection methods while 
in unsupervised detection methods outliers or unusual 
transactions are identified as potential cases of fraud. 
Both seek to predict the probability of fraud in a given 
transaction (Leo et al. 2019).

Optimization of bank’s regulatory capital with ML is 
another use case. AI and ML tools build on the founda-
tions of computing capabilities, big data, and mathemat-
ical concepts of optimization to increase the efficiency, 
accuracy, and speed of capital optimization (FSB 2017). 
Deutsche Bank has created an AI/ML tool to quantify ge-

opolitical risk and predict its effect on financial markets 
by mining global financial news creating a picture of a 
country’s political risk profile (Kaya 2019).

4.3 Application in the second and third line

Liquidity risk has limited use cases (Leo et al. 2019). 
One of the largest asset managers has recently shelved a 
promising AI Liquidity risk model because they have not 
been able to explain the models’ output to senior manage-
ment (Kilburn 2018). In a study of Tavana et al. (2018), 
the authors proposed an assessment method of liquidity 
risk factors based on ML. They focused on the concept 
of solvency as definition of the liquidity risk, focusing on 
loan-based liquidity risk prediction issues. “A case study 
based on real bank data was presented to show the effi-
ciency, accuracy, rapidity and flexibility of data mining 
methods when modeling ambiguous occurrences related 
to bank liquidity risk measurement. The ML implementa-
tions were capable of distinguishing the most critical risk 
factors and measuring the risk by a functional approxi-
mation and a distributional estimation. Both models were 
assessed through their specific training and learning pro-
cesses and said to be returning very consistent results.” 
(Tavana et al. 2018).

Application of AI and ML for Model risk management 
purposes is expected to increase. A few use cases have 
been observed for model validation, where unsupervised 
learning algorithms help model validators in the ongoing 
monitoring of internal and regulatory stress-testing mod-
els, as they can help determine whether those models are 
performing within acceptable tolerances or drifting from 
their original purpose (FSB 2017). Model validation is 
in practice often performed by a separate function within 
the second line.

Similarly, AI and ML techniques can also be applied to 
stress testing. The increased use of stress testing follow-
ing the financial crisis has posed challenges for banks as 
they work to analyse large amounts of data for regulatory 
stress tests. In one use case, AI and ML tools were used 
for modelling capital markets business for bank stress 
testing, aiming to limit the number of variables used in 
scenario analysis for ‘Loss Given Default” and “Proba-
bility of Default” models. By using unsupervised learning 
methods to review large amounts of data, the tools can 
document any bias associated with selection of variables, 
thereby leading to better models with greater transparen-
cy (FSB 2017). The research into the area of stress test-
ing and tail risk capture appears limited (Leo et al. 2019). 
Comparable to model validation, stress testing is often 
performed by a separate function in the second line.

According to Leo et al. (2019), much of the other areas 
of non-financial risk management, country risk manage-
ment, compliance risk management — aside from money 
laundering related uses — and conduct risk cases haven’t 
been explored adequately.

No Applications of AI and ML have been observed in 
the third line yet.
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4.4 Benefits of using AI and ML

Obviously, a number of benefits arise from the use of AI 
and ML. The techniques may enhance machine-based pro-
cessing of various operations in financial institutions, thus 
increasing revenues and reducing costs (FSB 2017). Kaya 
(2019) shows that AI has had a significant positive impact 
on European banks’ return on assets (ROA): “AI patents 
positively impact ROA at statistically significant levels 
and explain 7% of the variation in bank profitability”.

It is expected that the time for data analysis and risk 
management will decrease, making risk management 
more efficient and less costly. AI and ML can be used for 
risk management through earlier and more accurate esti-
mation of risks. For example, to the extent that AI and ML 
enable decision-making based on past correlations among 
prices of various assets, financial institutions could better 
manage these risks. Despite being critiqued for operating 
like a black box, the ability of ML techniques to analyse 
volumes of data without being constrained by assump-
tions of distribution and deliver much value in explor-
atory analysis, classification and predictive analytics, is 
significant (Leo et al. 2019). Also, meeting regulatory 
requirements could become more efficient by automating 
repetitive reporting tasks and by the increased ability to 
organize, retrieve and cluster non-conventional data such 
as documents (Aziz and Dowling 2019). But there are 
also risks and challenges to address, which will be dis-
cussed in the next section.

5. Risks and challenges when 
using AI and ML

As depicted in figure 3, there are quite a few risks that 
need to be addressed when using AI and ML techniques.

5.1 Modelling and data issues

As Aziz and Dowling (2019) mention, the availability of 
suitable data is very important. Banks are struggling to 
organize the internal data that they have. The data is usu-
ally scattered across different systems and departments 
throughout the bank. Also, internal or external regulations 
could prevent the sharing of the data and informal know-
ledge within a bank is often not present in datasets at all.

As ML bases much of the modelling upon learning 
from available data, it could be prone to the same pro-
blems and biases that affect traditional statistical me-
thods. As machine-learning methods are compared to 
traditional statistical techniques, it would be beneficial to 
evaluate and understand how problems inherent to traditi-
onal statistical research methods fare when treated by ML 
techniques (Leo et al. 2019). An AI ML model could fail 
if it is not properly trained for all eventualities or in case 
of poor training data (Van der Burgt 2019).

The lack of information about the performance of these 
models in a variety of financial cycles, has been noted by 
authorities as well. AI and ML based tools might miss 
new types of risks and events because they could poten-
tially ‘over train’ on past events. The recent deployment 
of AI and ML strategies means that they remain untest-
ed at addressing risk under shifting financial conditions 
(FSB 2017).

DNB (Van der Burgt 2019) points out that in the finan-
cial sector, due to cultural and legal differences, very spe-
cific data environments exist, that are often only represent-
ative for domestic markets. “This may provide a challenge 
for the development of data-hungry AI systems, especially 
for relatively small markets as that of the Netherlands”.

According to DNB (Van der Burgt 2019), historical data 
could quickly become less representative because of con-
tinuous changes to the financial regulatory framework. This 
makes the data not usable for training AI-enabled systems.

 
Availability of suitable data  

Same problems as traditional statistical techniques? 
Not tested through the financial cycle yet 

Malicious manipulation of big data by hackers  

 
 
 

Consumer protection and privacy 

Losing consumer confidence 

Reputational risk 

Ethical issues 
 

Transparancy 
Explainability  
Auditability 

Black box in tail events?  
Responsibility in case of extreme events? 

Specialized and skilled staff required  
Integrated risk management challenging 

 

Risks 

Modelling and data issues 

Transparency, Auditability and Tail risk 
events 

Consumer protection and reputational risks 

Bank Operations 

Figure 3. Risks and challenges when using AI and ML.
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5.2 Consumer protection and reputational risks

Then there is the issue of consumer protection. All pro-
cessing of personal data has to be authorized by the con-
sumer and be subject to privacy and security standards 
(González-Páramo 2017). Two parts of the General Data 
Protection Regulation (GDPR) are directly relevant to 
ML: the right to non-discrimination and the right to ex-
planation. GDPR article 22 places restrictions on automa-
ted individual decision making that ‘significantly affect’ 
users. This also includes profiling, meaning algorithms 
that make decisions based on user-level predictors. So if 
the outcome of the decision significantly (or in a legal 
way) affects the user, it is prohibited to decide based so-
lely on automated processing, including profiling (apart 
from a few exceptions mentioned). Also, users can ask 
for an explanation of an algorithmic decision that signifi-
cantly affects them (Goodman 2017). According to Kaya 
(2019), the intervention of human programmers might be 
required in order to be fully compliant with these GDPR 
rules, which is considered a setback for the expected effi-
ciency gains of AI.

A risk that is also present here is losing consumer con-
fidence and reputational risk arising from AI and ML de-
cisions that might negatively affect customers. Efforts to 
improve the interpretability of AI and ML may be impor-
tant conditions not only for risk management, but also for 
greater trust from the general public as well as regulators 
and supervisors in critical financial services (FSB 2017). 
DNB (Van der Burgt 2019) also points towards the seri-
ous reputation effects that incidents with AI could have.

There are also ethical issues when using AI and ML. 
AI could adopt societal biases. “Even if all data is tight-
ly secured and AI is kept limited to its intended use, 
there is no guarantee that the intended use is harm free 
to consumers. Predictive algorithms often assume there 
is a hidden truth to learn, which could be the consum-
er’s gender, income, location, sexual orientation, political 
preference or willingness to pay. However, sometimes the 
to-be-learned ‘truth’ evolves and is subject to external in-
fluence. In that sense, the algorithm may intend to discov-
er the truth but end up defining the truth. This could be 
harmful, as algorithm developers may use the algorithms 
to serve their own interest, and their interests – say earn-
ing profits, seeking political power, or leading cultural 
change – could conflict with the interest of consumers” 
(Jin 2018). Discrimination based on race, gender or sex-
uality is usually hardcoded in e.g. AI and ML techniques 
concerning credit risk and lending decisions. In deep 
learning, it is harder to guard that the model is not inad-
vertently making decisions that go against the hardcoded 
lines, by means of indirect proxies (Aziz and Dowling 
2019). Consumers might be unfairly excluded from ac-
cess to credit as a result of outdated or inaccurate data or 
due to incorrect or illegal inferences made by algorithms 
(González-Páramo 2017). AI could adopt societal biases.

According to Kaya (2019), there is also the risk of 
potentially malicious manipulation of big data by hack-

ers. AI could be corrupted by malicious intent. If hackers 
flood systems with fictitious data (e.g. fake social media 
accounts and fake news), they might influence AI deci-
sion making. This makes continuous monitoring by pro-
grammers necessary.

5.3 Transparency, Auditability and Tail risk events

There is the issue of transparency. As mentioned above, 
deep learning techniques might pose a risk in itself, as the 
‘black box’ system hinders effective risk oversight. These 
techniques are often quite opaque, leading to difficulties 
in terms of transparency, explainability and auditability 
towards management of the bank as well as its auditors. 
It can also cause regulatory compliance issues around 
demonstrating model validity to auditors and regulators 
(Aziz and Dowling 2019).

More complex AI algorithms lead to an inability of 
humans to visualize and understand the patterns. AI al-
gorithms update themselves over time, and are by their 
nature unable to communicate its reasoning (Kaya 2019). 
This could become even more challenging when taking 
regulation into account which is aimed at the internal 
control structure surrounding financial reporting (Sar-
banes Oxley) and requirements regarding effective risk 
data aggregation and risk reporting (BCBS 239). Sar-
banes Oxley requires effective controls to be in place for 
financial reporting, so as to make every step in the pro-
cess of reporting annual statements and other disclosures 
auditable. BSBS239 goes a step further in requiring clear, 
documented and tested data lineage for all risk data that 
is aggregated within a bank. If the reasoning of an AI al-
gorithm cannot be communicated, being compliant with 
these regulations can become challenging. A solution to 
this might be the involvement of human programmers 
and overseers, also this might cancel out efficiency gains 
(Kaya 2019).

Also, ‘black box’ techniques could create complica-
tions in tail risk events. According to the Financial Sta-
bility Board (2017), “Black boxes’ in decision-making 
could create complicated issues, especially during tail 
events. In particular, it may be difficult for human users 
at financial institutions – and for regulators – to grasp 
how decisions, such as those for trading and investment, 
have been formulated. Moreover, the communication 
mechanism used by such tools may be incomprehensi-
ble to humans, thus posing monitoring challenges for 
the human operators of such solutions. If in doubt, us-
ers of such AI and ML tools may simultaneously pull 
their ‘kill switches’, that is manually turn off systems. 
After such incidents, users may only turn systems on 
again if other users do so in a coordinated fashion 
across the market. This could thus add to existing risks 
of system-wide stress and the need for appropriate cir-
cuit-breakers. In addition, if AI and ML based decisions 
cause losses to financial intermediaries across the finan-
cial system, there may be a lack of clarity around re-
sponsibility” (FSB 2017).
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5.4 Bank operations

Specialized and skilled staff is required to implement new 
techniques such as AI and ML. It might be challenging to 
attract sufficient personnel possessing these specific skills. 
At Board of directors’ level, sufficient knowledge should 
be present, enabling the Board to assess the risks of AI. 
Second line personnel should be trained to understand AI 
specific challenges and risks. Personnel working with AI 
applications should be made aware of the strengths and 
limitations (Van der Burgt 2019).

When there is some or full automation of the process 
from data gathering to decision making, human oversight 
is essential. This becomes more necessary as the level of 
automation rises, or when ML techniques become more 
prescriptive.

When taking all of the risks mentioned above into ac-
count, it seems apparent that the use of AI and ML tech-
niques also brings about extra challenges in the context 
of the common ambition of integrated risk management 
within banks. Use cases being dispersed throughout dif-
ferent parts of the bank could hinder integrated risk ma-
nagement and an integrated approach towards these risks.

6. AI and ML in the context of the 
three lines of defence

As shows from the use cases mentioned above, AI and 
ML can be used within each of the 3LoD, or throughout 
multiple lines. It appears that the techniques are most 
used within the first line, or in use cases where first and 
second line are both involved.

If used purely in the first line, the 3LoD model can be 
applied as designed. In this case, it is important to safe-
guard that sufficient knowledge of the techniques and its 
use is also present in second and third line functions, to 
ensure compliance, to identify and manage risks, to chal-
lenge the first line on replicability of decisions and validi-
ty of the model and to perform audits effectively. As men-
tioned above, the scarcity of resources with the required 
skills and knowledge can be an issue (FSB 2017).

For a number of applications, such as credit risk mod-
elling and approval, transaction monitoring or fraud de-
tection, both the first and the second line are involved. 
Here it gets more difficult to apply the 3LoD model. De-
pending on the nature of the involvement of the second 
line function, e.g. whether they are developing AI ML 
tools themselves, there should be an independent func-
tion involved that provides independent validation and 
challenge. So applying the 3LoD model without any ad-
justments does not seem wise in this case. When zoom-
ing in on the second line risk management function, this 
function “facilitates and monitors the implementation of 
effective risk management practices by operational man-
agement and assists risk owners in defining the target risk 
exposure and reporting adequate risk-related information 
throughout the organization” (IIA 2013). So if the risk 

management function is operationally involved in e.g. de-
veloping a model using AI and ML techniques, or the AI 
and ML model is developed for purely second line pur-
poses such as in model risk management or stress testing, 
an alternative solution is warranted. In this case, as a min-
imum, independent oversight, challenge, validation and 
assurance should be safeguarded by a separate function 
performing this second line role. In addition, the internal 
audit function must also be involved. No use cases have 
been found in purely third line functions but if AI and ML 
techniques were to be used, external assurance surround-
ing the use of AI and ML is warranted.

A potential better way of ensuring a controlled deploy-
ment of AI and ML techniques, which is at the same time 
in line with the principles of the 3LoD model is to assign 
specific roles (Burt et al. 2018):

• “Data Owners: Responsible for the data used by the 
models.

• Data Scientists: Create and maintain models.
• Business owners: Possess subject matter expertise 

about the problem the model is being used to solve.
• Validators: Review and approve the work created by 

both data owners and data scientists, with a focus on 
technical accuracy.
This could be performed by an independent function, 
or if the size of the bank is insufficient, by data scien-
tists who are not associated with the specific model or 
project at hand.

• Governance Personnel: Review and approve the work 
created by both data owners and data scientists, with 
a focus on legal risk.”

Together with the business owners, a group of data 
owners and data scientists comprise the first line of de-
fence. The validators comprise the second line of defence, 
together with the governance personnel. The third line 
function could be performed by independent internal au-
ditors, provided that they have the expertise needed. This 
set up is necessary to safeguard an effective challenge 
throughout the model lifecycle by multiple parties, sepa-
rate from the model developers. In assigning these specific 
roles, the principles of the 3LoD model are safeguarded.

Some other points are relevant when thinking about AI 
and ML in the context of the 3LoD model and controlled 
application. All ML projects should start by clearly doc-
umenting initial objectives and underlying assumptions, 
which should also include major desired and undesired 
outcomes. This should be circulated and challenged by all 
stakeholders. Data scientists, for example, might be best 
positioned to describe key desired outcomes, while legal 
personnel might describe specific undesired outcomes that 
could give rise to legal liability. “Such outcomes, including 
clear boundaries for appropriate use cases, should be made 
obvious from the outset of any ML project. Additional-
ly, expected consumers of the model — from individuals 
to systems that employ its recommendations – should be 
clearly specified as well” (Burt et al. 2018).
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The materiality of the model that is deployed should 
be taken into account in all three lines (Burt et al. 2018). 
This means that the intensity and frequency of involve-
ment of second and third line functions, or validators 
and governance personnel, should be based on the im-
pact that the model has within the banks or towards its 
clients.

How ‘black box’ the AI technique is, is often a result 
of choices made by developers of the model. Predictive 
accuracy and explainability are frequently subject to a 
trade-off; higher levels of accuracy may be achieved, 
but at the cost of decreased levels of explainability. This 
trade off should be documented from the start, and chal-
lenged by other functions. “Any decrease in explainabil-
ity should always be the result of a conscious decision, 
rather than the result of a reflexive desire to maximize ac-
curacy. All such decisions, including the design, theory, 
and logic underlying the models, should be documented 
as well” (Burt et al. 2018). Note that using Deep learn-
ing techniques requires even more specific knowledge 
throughout the 3LoD.

When viewing the significant amount of risks in us-
ing AI and ML as described above, and the challenges 
when it comes to applying the 3LoD model, a sound 
governance surrounding the use of AI and ML is essen-
tial. The risks concerned need to be properly identified, 
assessed, controlled and monitored. This also means 
clearly defining the roles and responsibilities for the 
functions involved, be it in the first, second or third line 
of defence. “Any uncertainty in the governance struc-
ture in the use of AI and ML might increase the risks to 
financial institutions” (FSB 2017). Given the challenge 
to view all risk integrally, a dedicated oversight func-
tion of all AI and ML use throughout the bank is re-
quired, especially for larger banks. A sound framework 
is necessary to create, deploy and maintain AI and ML 
techniques in a controlled way and to manage the risks 
involved properly. It is also important to develop poli-
cies and processes for the use of AI and ML, ensuring 
that the deployment of these techniques fit the strategy 
and risk appetite of the bank. “Any uncertainty in the 
governance structure could substantially increase the 
costs for allocating losses, including the possible costs 
of litigation” (FSB 2017). As part of sound governance, 
a sound model risk management framework is also nec-
essary and it should be updated or adjusted for AI/ML 
models. Given all of the risks mentioned above and the 
self-learning nature of AI/ML models, extra attention is 
warranted. As Asermely (2019) describes it: “The dy-
namic nature of machine learning models means they 
require more frequent performance monitoring, con-
stant data review and benchmarking, better contextual 
model inventory understanding, and well thought out 
and actionable contingency plans”. Given increasing 
volumes and complexity of data, increasing use of AI/
ML and the growing complexity of AI/ML, sound gov-
ernance will also be increasingly important towards the 
future (Asermely 2019).

7. AI and ML in banks: the 
regulatory perspective and new 
risks
According to the Financial Stability Board (2017), be-
cause AI and ML applications are relatively new, there 
are no known dedicated international standards in this 
area yet. Apart from papers on this topic published by 
regulatory authorities in Germany, France, Luxembourg, 
The Netherlands and Singapore, no European or interna-
tional standards were published. Although calls to reg-
ulate AI and ML are heard more often, the current reg-
ulatory framework is not designed with the use of such 
tools in mind. Some regulatory practices may need to be 
revised for the benefits of AI and ML techniques to be 
fully harnessed. “In this regard, combining AI and ML 
with human judgment and other available analytical tools 
and methods may be more effective, particularly to facil-
itate causal analysis” (FSB 2017). DNB (Van der Burgt 
2019) states “Given the inherent interconnectivity of the 
financial system, the rise of AI has a strong internation-
al dimension. An adequate policy response will require 
close international cooperation and clear minimum stand-
ards and guidelines for the sector to adhere to. Regulatory 
arbitrage in the area of AI could have dangerous conse-
quences and should be prevented where possible.”

DNB recently published a set of general principles 
for the use of AI in the financial sector (Van der Burgt 
2019). The principles are divided over six key aspects of 
responsible use of AI, namely soundness, accountability, 
fairness, ethics, skills and transparency.

“The Basel Committee on Banking Supervision 
(BCBS) notes that a sound development process should 
be consistent with the firm’s internal policies and proce-
dures and deliver a product that not only meets the goals 
of the users, but is also consistent with the risk appetite 
and behavioural expectations of the firm. In order to sup-
port new model choices, firms should be able to demon-
strate developmental evidence of theoretical construc-
tion; behavioural characteristics and key assumptions; 
types and use of input data; numerical analysis routines 
and specified mathematical calculations; and code writing 
language and protocols (to replicate the model). Finally, 
it notes that firms should establish checks and balances at 
each stage of the development process” (FSB 2017).

Many of the use cases described in this article could 
result in improvements in risk management, compliance, 
and systemic risk monitoring, while potentially reducing 
regulatory burdens. AI and ML can continue to be a useful 
tool for financial institutions by implementing so called 
“RegTech”, aiming to facilitate regulatory compliance 
more efficiently and effectively than existing capabilities. 
The same goes for supervisors via “SupTech”, which is 
the use of AI and ML by public sector regulators and su-
pervisors. The objective of “SupTech” is to enhance effi-
ciency and effectiveness of supervision and surveillance 
(FSB 2017).
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From a market wide perspective, there are also poten-
tial new and/or systemic risks to take into account when 
using AI and ML techniques. If a similar type of AI and 
ML is used without appropriately ‘training’ it or intro-
ducing feedback, reliance on such systems may introduce 
new risks. For example, if AI and ML models are used in 
stress testing without sufficiently long and diverse time 
series or sufficient feedback from actual stress events, 
there is a risk that users may not spot institution-specif-
ic and systemic risks in time. These risks may be pro-
nounced especially if AI and ML are used without a full 
understanding of the underlying methods and limitations. 
“Tools that mitigate tail risks could be especially benefi-
cial for the overall system” (FSB 2017).

A more hypothetical issue is that models used by dif-
ferent banks might converge on similar optimums for 
trading causing systemic risk as well (Aziz and Dowling 
2019). “Greater interconnectedness in the financial sys-
tem may help to share risks and act as a shock absorber up 
to a point. Yet if a critical segment of financial institutions 
rely on the same data sources and algorithmic strategies, 
then under certain market conditions a shock to those data 
sources could affect that segment as if it were a single 
node and thus could spread the impact of extreme shocks. 
The same goes for several financial institutions adopting 
a new strategy exploiting a widely-adopted algorithmic 
strategy. As a result, collective adoption of AI and ML 
tools may introduce new risks” (FSB 2017).

“AI and ML may affect the type and degree of concen-
tration in financial markets in certain circumstances. For 
instance, the emergence of a relatively small number of ad-
vanced third-party providers in AI and ML could increase 
concentration of some functions in the financial system” 
(FSB 2017). DNB states that “Given the increasing im-
portance of tech giants in providing AI-related services 
and infrastructure, the concept of systemic importance 
may also need to be extended to include these companies 
at some point” (Van der Burgt 2019). The role of Big-Tech 
companies requires attention here. “Many BigTech firms 
also offer specific tools using artificial intelligence and 
machine learning to corporate clients, including financial 
institutions. The activity of BigTech firms as both suppli-
ers to, and competitors with financial institutions raises a 
number of potential conflicts of interest, at the same time 
that their dominant market power in some markets is com-
ing under greater scrutiny” (Frost et al. 2019).

“The lack of interpretability or ‘auditability’ of AI and 
ML methods has the potential to contribute to macro-level 
risk if not appropriately audited. Many of the models that re-
sult from the use of AI or ML techniques are difficult or im-
possible to interpret”. Auditing of models may require skills 
and expertise that may not be present sufficiently at the 
moment. “The lack of interpretability may be overlooked 
in various situations, including, for example, if the model’s 
performance exceeds that of more interpretable models. Yet 
the lack of interpretability will make it even more difficult to 
determine potential effects beyond the firms’ balance sheet, 

for example during a systemic shock. Notably, many AI and 
ML developed models are being ‘trained’ in a period of low 
volatility. As such, the models may not suggest optimal ac-
tions in a significant economic downturn or in a financial 
crisis, or the models may not suggest appropriate manage-
ment of long-term risks” (FSB 2017).

8. Conclusion and 
recommendations

Artificial Intelligence (AI) refers to machines that are ca-
pable of performing tasks that, if performed by a human, 
would be said to require intelligence. AI uses instances of 
Machine Learning (ML) as components of a larger sys-
tem. ML is able to detect meaningful patterns in data. The 
main difference when comparing AI ML techniques with 
more traditional statistical modelling techniques is that 
the AI/ML model trains itself using algorithms, so it can 
learn from data without relying on rule based program-
ming or instructions from a human programmer.

Among the most used AI and ML techniques within 
banks are credit risk modelling- and approval, transaction 
monitoring regarding Know Your Customer and Anti Mon-
ey Laundering and fraud detection, which are usually joint-
ly developed by first and second line functions. Frequently 
observed use cases in the first line are client servicing solu-
tions and market risk monitoring- and portfolio manage-
ment. The techniques are used to a lesser extent for pure 
second line risk management purposes until now, while no 
use cases have been observed for third line functions. It 
is expected that applications in the risk management and 
internal audit domain will increase in the years to come.

There are obvious benefits to using AI and ML tech-
niques, they may enhance machine-based processing of 
various operations in financial institutions, thus increas-
ing revenues and reducing costs. It is expected that the 
time for data analysis and risk management will decrease, 
e.g. by earlier and more accurate estimation of risk, mak-
ing risk management more efficient and less costly. The 
ability of ML techniques to analyse volumes of data with-
out being constrained by assumptions of distribution is 
significant. Also, meeting regulatory requirements could 
become more efficient by automating repetitive reporting 
tasks and by the increased ability to organize, retrieve and 
cluster non-conventional data such as documents.

There are also numerous risks and challenges to ad-
dress. Modelling issues and data issues can occur when 
insufficient suitable data is available, or when hackers ma-
liciously manipulate big data. Also, the model outcomes 
have not been tested through a financial cycle yet. There 
are risks regarding consumer protection and privacy as 
well as reputational risks stemming from ethical issues. 
Sufficient specialized and skilled staff is needed within 
banks and there are numerous risks regarding transparen-
cy and auditability.
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This article aimed to answer the question: “How can 
the application of Artificial Intelligence and Machine 
learning techniques within banks be placed in the context 
of the Three lines of defence model?”

When AI and ML are placed in the context of the 
3LoD model, there are quite some prerequisites to apply 
AI and ML in a controlled way. If the second line risk 
management function is involved in the operational de-
velopment of the model, independent oversight, chal-
lenge, validation and assurance should be safeguarded 
by a separate function performing the second line role. 
In addition, the internal audit function must be involved. 
Ensuring the proper functioning of the 3LoD model could 
also be done by assigning specific roles within each AI/
ML project, that safeguard the controlled deployment of 
AI and ML techniques. Data owners and data scientists 
comprise the first line of defence, together with the busi-
ness owner. The second line role could then be comprised 
of validators and other governance personnel that review 
and approve the work from a technical and a compliance 
perspective, respectively. Other prerequisites are a sound 
governance surrounding the use of AI and ML, clearly 
defined roles and responsibilities, a dedicated oversight 
function, a sound model risk management framework, a 
sound framework for managing all of the risks and poli-
cies and processes for the use of AI and ML, ensuring that 
the deployment of these techniques fit the strategy and 
risk appetite of the bank.

Collective adoption of AI and ML tools may introduce 
new systemic risks. If e.g. a critical segment of financial 
institutions rely on the same data sources and algorithmic 

strategies, under certain market conditions a shock could 
affect this entire segment and thus spread the impact of 
the shock throughout multiple financial institutions. With-
out sufficiently long and diverse time series or feedback 
from actual stress events, it is possible that tail risks are 
not spotted in time. The current regulatory framework 
does not sufficiently address the field of AI and ML and 
therefore needs to be revised and updated. This is per-
ceived necessary to address all new risks at hand, as well 
as the challenges presented regarding the application of 
the three lines of defence model. In this effort, regulators 
might leverage on the existing regulation for e.g. credit 
risk modelling. Risk managers should follow the devel-
opments in this field closely, to be able to assess the (new) 
risks within individual institutions and for the financial 
system as a whole. Also, sufficiently skilled resources 
should be available within the internal and external audit 
community, as to ensure the proper auditing of the tech-
niques deployed by banks.

Taking into account the risks, the application of AI and 
ML could be expanded in the area of market risk, liquid-
ity risk, model risk management, stress testing and in the 
third line. Also, the use of AI and MI to manage tail risk 
could be further investigated. Another area to monitor and 
possibly further investigate is the role of BigTech com-
panies and their duality in being suppliers of AI and ML 
technology as well as competitors of banks. Given the 
expanding use of AI and ML techniques, new issues and 
risks will undoubtedly emerge and may warrant further 
research. It is key that existing governance is strength-
ened and adjusted following these new issues and risks.

 � A.Z. Tammenga MSc. is working as a consultant at Transcendent Group Netherlands and is also a student in the 
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